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ABSTRACT

Hydrological forecasts with a high temporal and spatial resolution are required to provide the level of

information needed by end users. So far high-resolution multimodel seasonal hydrological forecasts have

been unavailable due to 1) lack of availability of high-resolution meteorological seasonal forecasts, requiring

temporal and spatial downscaling; 2) a mismatch between the provided seasonal forecast information and the

user needs; and 3) lack of consistency between the hydrological model outputs to generate multimodel

seasonal hydrological forecasts. As part of the End-to-End Demonstrator for Improved Decision Making in

the Water Sector in Europe (EDgE) project commissioned by the Copernicus Climate Change Service

(ECMWF), this study provides a unique dataset of seasonal hydrological forecasts derived from four general

circulation models [CanCM4, GFDL Forecast-Oriented Low Ocean Resolution version of CM2.5

(GFDL-FLOR), ECMWF Season Forecast System 4 (ECMWF-S4), and Météo-France LFPW] in combi-

nation with four hydrological models [mesoscale hydrologic model (mHM), Noah-MP, PCRaster Global

Water Balance (PCR-GLOBWB), and VIC]. The forecasts are provided at daily resolution, 6-month lead

time, and 5-km spatial resolution over the historical period from 1993 to 2012. Consistency in hydrological

model parameterization ensures an increased consistency in the hydrological forecasts. Results show that

skillful discharge forecasts can be made throughout Europe up to 3 months in advance, with predictability up

to 6 months for northern Europe resulting from the improved predictability of the spring snowmelt. The new

system provides an unprecedented ensemble of seasonal hydrological forecasts with significant skill over

Europe to support water management. This study highlights the potential advantages of multimodel based

forecasting system in providing skillful hydrological forecasts.

1. Introduction

Extreme drought and flood events have a large societal

impact and occur in all regions of the world and thus are

important phenomena to accurately monitor and forecast

(Kundzewicz and Kaczmarek 2000; Wanders et al. 2014).

Early-warning decision support systems have been de-

signed to provide forecasts of these impactful hydrological

extreme events. Operational continental-scale forecasting

systems have been developed for Europe [European

Flood Awareness System (EFAS); Thielen et al. 2009],

Africa (African Flood and Drought Monitor (AFDM);

Sheffield et al. 2014], North America (North American

Land Data Assimilation System; Xia et al. 2012), and the

entire globe (Global Flood Awareness System; Alfieri

et al. 2013). These operational systems provide medium-

term flood and drought outlooks with lead time up to

14 days. For this medium forecast range, hydrological

model (HM) simulations can be supported by skillful

high-resolution weather forecast to produce skillful hy-

drologic predictions. The high resolution (both space and

time) of these short-range predictions can support fore-

casts that provide information at resolutions that are rel-

evant to end users (Wanders and Wood 2016). Currently,

no continental hydrological forecasting system exists that

provides high-spatial-resolution forecasts beyond the

medium-term 14-day forecast window. The potential for
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continental-scale seasonal hydrological forecast is cur-

rently hampered by increased uncertainty in the meteo-

rological forcing, increased data volumes and a mismatch

between the hydrological simulations produced and the

needs of forecast end users.

Recent years have seen an increase in skillful meteo-

rological seasonal forecast from national and interna-

tional weather agencies (e.g., Kirtman et al. 2014),

producing forecasts that have spatial and temporal res-

olutions that are crucial for operational hydrological

forecasting systems. High spatial resolution forecasts

reduce the need for downscaling and are capable of

capturing the impact of finescale topography. These are

also required to provide information at local scales rel-

evant for water management (Samaniego et al. 2017b).

The increases in temporal resolution resolved the issue

of temporal downscaling needed in earlier seasonal hy-

drological forecasting (Yuan et al. 2015; Thober et al.

2015) that inherently introduced additional uncertainty

in the forecasts. The availability of high temporal me-

teorological forecasts results in a better matching of the

spatial and temporal scales of hydrological modeling

[typically, (sub)daily, #50 km] with those of the mete-

orological forecasts. Recent developments show hy-

drological modeling at continental scales with a spatial

scale on the order of 30m–10 km (Chaney et al. 2016;

Sutanudjaja et al. 2018). This is closer to the scales at

which stakeholders make decisions and where they

would like to receive decision support from high-

resolution seasonal hydrological forecasts (Bierkens

et al. 2015). The recent development in both meteorol-

ogy and hydrology toward higher resolutions has cre-

ated an opportunity to fulfill end-user needs and move

toward high-resolution seasonal forecasts.

The two main components of a seasonal hydrological

forecasting system are the atmospheric model and the

hydrologic model, with the former providing the input

for the latter. Both of these components carry a sub-

stantial uncertainty in the representation of the atmo-

sphere and hydrosphere. While uncertainty in the

atmosphere is widely acknowledged by issuing multiple

realizations of the same model at a given forecast date

(Saha et al. 2010; Kirtman et al. 2014), only one hydro-

logic model is usually used in operational hydrologic

forecasting systems [e.g., EFAS andAFDM;Arnal et al.

2018; Sheffield et al. 2014). This hydrological model

often has a deterministic initial condition that does not

reflect the uncertainty in the initial conditions. Im-

proved simulations of forecast uncertainty in a hydro-

logical forecast system can be obtained by 1) using

perturbations in the initial conditions, 2) using different

model structures, 3) using parametric uncertainty, or 4)

making use of different meteorological forcing datasets

(Samaniego et al. 2017c). The correct representation of

the uncertainty in hydrologic processes is an ongoing re-

search topic of debate (Clark et al. 2015) and very rele-

vant for seasonal hydrological predictions. Therefore, a

robust hydrologic forecast system should use multiple

representations of the terrestrial hydrologic cycle having

reasonable predictive skill.

There is an increasing demand formultimodel ensemble

(MME) systems that have multiple meteorological and

hydrological models, to achieve improved accuracy and

consistency in the forecasting operations. In seasonal me-

teorological forecasting, we have seen an increase in the

ensemble sizes of MME forecasts, whereas hydrological

forecast systems are still provided with single hydrological

model setups.MMEhydrological setups are facedwith the

difficulty of differences in parameterization, land surface

properties, and surface representation. Most systems are

even based on nonseamless parameterizations (Mizukami

et al. 2017). For example, channel networks do not have to

be identical, leading to minor displacements of major

rivers, resulting in significant differences in the locally

simulated river discharge. The presence and absence of

reservoirs and differences in vegetation cover will add to

these model differences and can locally create significant

inconsistencies in the predicted hydrological variables.

This indicates the importance of having a consistent

multimodel hydrological forecasting system.

In this project, we aim to resolve these issues by cre-

ating the first high-resolution continental hydrological

multimodel ensemble. ThisMMEsystemwill incorporate

multiple seasonal meteorological forecasts derived from

state-of-the-art dynamical forecast models which are

used as forcing to multiple HMs. All HMs have a seam-

less parameterization (Samaniego et al. 2017b) and a

common routing model [mRM, the routing model from

the mesoscale hydrologic model (mHM)]. This novel

system aims at fulfilling the abovementioned user needs

and provides seasonal forecasts at a resolution relevant to

users, reduces data volumes by using user-defined in-

dicators, and provides an estimate on the reliability and

uncertainty based on the MME system.

The system is tested against the commonly used en-

semble streamflow prediction (ESP) baseline forecasts,

which use climatological meteorological information in

combination with the hydrological initial conditions to

produce seasonal forecasts (Wood et al. 2005; Thober et al.

2015). In this study, we will also use a ‘‘reverse ESP’’ to

quantify the impact of the initial conditions on the seasonal

predictability (Wood and Lettenmaier 2008; Shukla et al.

2013). These two additional hindcast experiments will

provide valuable information on the expected skill that can

be derived from the historical knowledge of the meteoro-

logical and hydrological system.
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In section 2a, we describe the End-to-End Demon-

strator for Improved Decision Making in the Water

Sector in Europe (EDgE) project of which this MME

is a component. Section 2b provides the details on the

models, modeling chain, and data, and section 2c pro-

vides information about the evaluation metrics. The

quality and uncertainty in the forecasting are described

in detail in section 3. Finally, we discuss the implications

of the obtained results and potential application of this

MME in section 4.

2. Material and methods

a. The EDgE project

The novel seasonal forecasting system developed

in this study is part of the EDgE project, which is a

proof of concept funded by the Copernicus Climate

Change Service program and operationalized by the

ECMWF (Samaniego et al. 2018, manuscript submit-

ted to Bull. Amer. Meteor. Soc.). The EDgE project

aims to support the need of European private and

public sector stakeholders for improved climate in-

formation. Within the project, both climate pro-

jections and seasonal hindcasts are provided for

the end users and made publically available in a

web delivery system (available at http://edge.climate.

copernicus.eu/Apps/#climate-change and http://edge.

climate.copernicus.eu/Apps/#seasonal). In this manuscript,

we focus on the seasonal forecast information, and more

specifically on the hydrological modeling component of

the EDgE project. The reader can find all the forecast

data on http://edge.climate.copernicus.eu/Apps/#seasonal,

where they can look at individual forecasts over

Europe.

b. MME forecasting system

In this study we have used a total of four dynamical

meteorological seasonal forecast models from different

general circulation models (GCMs) and four large-scale

HMs for a period of 19 years (1993–2012) over the pan-

European domain to form our multimodel ensemble

seasonal hydrological forecasting system. We have cre-

ated the EDgE historical meteorological forcing that is

derived from theE-OBS dataset (Haylock et al. 2008) and

is used as a baseline in the MME (Fig. 1). The four

HMs, PCRaster Global Water Balance (PCR-GLOBWB),

VIC, mHM, and Noah-MP (Table 1), use this historical

precipitation and temperature forcing to provide daily

simulations of soil moisture content, snowwater equivalent,

groundwater recharge, and total runoff at a spatial resolu-

tion of 5km for the period 1950–2015. The simulations of

runoff feed into the mRM river routing model (Samaniego

et al. 2010), which uses a mass conservative, time-adaptive

Muskingum–Cunge approach (Todini 2007; Thober et al.

2018,manuscript submitted to J.Adv.Model. Earth Syst.) to

generate daily discharge estimates across Europe. The

initial conditions obtained from the historical simula-

tion are used in the forecasting framework to initialize

the hydrological models.

The four GCMs, CanCM4, GFDL Forecast-Oriented

LowOceanResolution version of CM2.5 (GFDL-FLOR),

ECMWF Season Forecast System 4 (ECMWF-S4), and

Météo-France LFPW (Table 2), all produce a new sea-

sonal meteorological forecast at the beginning of each

FIG. 1. Model setup of the modeling chain.
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month for the upcoming 6 months with a daily temporal

resolution. CanCM4 and GFDL-FLOR are selected be-

cause of their high forecast skill (Wanders and Wood

2016). CanCM4 exhibits a high skill at the short leads

(#3months), whileGFDL-FLORwas found to be good at

the longer lead times. Both ECMWF-S4 and LFPW were

selected since these are regarded as skillful over Europe

(Molteni et al. 2011). The meteorological forecasts are

downscaled with kriging, using terrain elevation as exter-

nal drift, to a spatial resolution of 5km. The E-OBS his-

torical meteorological station data were used to derive

variograms for precipitation and temperature. All forecast

models were corrected with the same E-OBS variogram,

but individual forecast members are corrected separately

to keep the original ensemble spread. This produces a

seasonal forecast dataset at 5-km resolution with mixed

statistical properties. The aggregated statistical properties

of the 5-km dataset at the original resolution of the GCMs

are identical to those of the original GCM dataset. This

ensures that the ensemble spread and spatiotemporal dy-

namics of the original GCM dataset are preserved, which

are the basis for a meaningful analysis of forecasting skill.

At the 5-km resolution, the spatial variability is similar to

that of the E-OBS dataset. Additionally, the DEM is used

as an external drift, which leads to higher precipitation and

colder temperatures with higher altitude. Thus, mountains

are better represented in the 5-km dataset than in the

original coarse-scale GCM data. For Noah-MP and VIC

3-hourly forcing data are required, which are obtained by

applying the Mountain Microclimate Simulation Model

(MTCLIM) algorithm (Bohn et al. 2013).This methodol-

ogy produces a full ensemble of 52 meteorological fore-

casts at the start of each month for the period 1993–2012,

which is used to drive the hydrological models. The four

HMs and initial conditions are paired with the 52 meteo-

rological ensemble members to form an ensemble of

208 hydrological forecasts of soil moisture, groundwater

recharge, runoff, and discharge conditions for the coming

6-month period. Finally, the EDgE Sectoral Climate Im-

pact Indicators (SCIIs) are then used to study anomalies

in the discharge compared to the historical simulations.

Within EDgE 34 SCIIs are available, but for this experi-

ment, we only use the discharge quintiles. The quintile

ranges are Q0–Q20, Q20–Q40, Q40–Q60, Q60–Q80, and

Q80–Q100, and their cutoffs are derived from the refer-

ence E-OBS–based simulation that is also used to create

the initial conditions. Moreover, these quintile limits are

estimated for each month and hydrological model sep-

arately for the period 1993–2012. For each forecast

quintile, a forecast probability is provided by each in-

dividual combination of GCM–HM, and these proba-

bilities are computed for each forecast lead separately.

The ESP provides the baseline seasonal forecast skill

that can be obtained from providing known initial hy-

drological conditions in combination with the average

climatological meteorological forcing (e.g., Wood et al.

2005; Thober et al. 2015). A 15-member ESP is created

by resampling the historical meteorological observations

TABLE 1. Properties of the four large-scale hydrological models used in this study.

Model Temporal resolution Institute Reference

PCR-GLOBWB Daily Utrecht University, The Netherlands Sutanudjaja et al. (2018)

VIC Daily University of Washington, United States Liang et al. (1996)

mHM Daily Helmholtz Centre for Environmental

Research–UFZ, Germany

Samaniego et al. (2010, 2017a)

Noah-MP 3-hourly National Center for Atmospheric

Research, United States

Niu et al. (2011)

mRM Daily Helmholtz Centre for Environmental

Research–UFZ, Germany

Samaniego et al. (2010)

TABLE 2. Properties of the four dynamical seasonal forecast models used in this study.

Model Ensemble size Spatial resolution Institute Reference

CanCM4 10 1.08 Environment and Climate Change

Canada, Canada

Merryfield et al. (2013)

GFDL-FLOR 12 1.08 Geophysical Fluid Dynamics Laboratory,

United States

Vecchi et al. (2014)

ECMWF-S4 15 0.548 European Centre for Medium-Range

Weather Forecasts, United Kingdom

Molteni et al. (2011)

LFPW 15 0.548 Météo-France, France Météo-France (2015)

ESP 15 0.058 — e.g., Wood et al. (2005);

Thober et al. (2015)
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from the years 1993–2012, where for each forecast time

step 15 random years are selected (excluding the target

year). The period 1993–2012 is selected to ensure that

trends in temperature and precipitation do not influence

the ESP forecasts. In addition, the selection of these years

ensures that the climatology is preserved.

We have added a reverse ESP experiment (rev-ESP) to

provide the baseline seasonal forecast skill that can be

obtained from providing known meteorological forcing in

combination with the average hydrological initial condi-

tions (e.g., Wood and Lettenmaier 2008; Shukla et al.

2013). The rev-ESP is created by resampling the historical

hydrological initial conditions from the years 1993–2012,

where for each forecast time step 15 random years are

selected (excluding the target year). The selection of these

years ensures that there is now a trend in the hydrological

conditions that could impact the results. We have alter-

nated the initial conditions from using only climatological

hydrological conditions to selecting the known conditions

for the individual hydrological components (e.g., soil

moisture, groundwater levels). This experiment was only

performed for the PCR-GLOBWB model, because it is

highly computationally intensive and not all model struc-

tures allow for these perturbations. From the rev-ESP we

compute the portion of explained variance compared to a

simulation where all initial conditions are known. This

explained variance is taken for all seasons and geo-

graphical locations together. This will clearly impact the

findings, as components like snow will be important for

some regions but irrelevant for others. However, to get a

more general estimate of the important components, we

have focused on the pan-European number.

We use consistent soil, land surface, and land cover

data to ensure the largest possible consistency across

models. For example, vegetation rooting depths, the

thickness of the unsaturated zone, and subsurface prop-

erties are consistent across the four hydrological models.

Because forcings and all geophysical properties are

identical across the models, the impact of the model

structural differences and parameterizations on stream-

flow forecast can be effectively investigated in this study.

It is worth noting that a single routingmodel is selected to

minimize the influence of channel network configuration.

c. Evaluation metrics

1) SKILL METRICS

The seasonal forecasts are evaluated against a 1993–

2012 reference simulation that is also used to generate

the initial hydrological conditions. An adapted Brier

score (BS; Brier 1950) is computed to quantify the

skill, reliability, resolution, and uncertainty of the model

forecast and is given by

QS5
1

NTQ
�
N

n51
�
T

t51
�
Q

q51

[(R
t
# p

q
)2 (P

n,t,q
$ p

q
)]2, (1)

where pq is the statistical likelihood that a forecast will fall

in a certain quintile q which equals 0.2 in this formulation,

Pt,n,q is the probability that the forecasted flow falls in

quintile q for ensemble member n at time t, Rt is the

reference-run-driven quintile, Q is the total number of

quintiles (Q5 5), N is the total number of ensemble

members, and T is the total length of the forecast period.

The quintile score (QS) ranges between 0 and 1, where

0 indicates perfect forecasts. This implies that the forecasts

for a givenmonth always lay within the same quintile as the

reference simulation, whereas 1 indicates that none of the

forecasts lay in the respective quintile. Since a quintile

distribution is applied here, the theoretical no-skill value for

the QS is 0.8 because there is a 20% chance of a randomly

correct forecast. The QS estimated here is model specific

because of its dependency to the reference run simulations.

2) UNCERTAINTY METRICS

The uncertainty contributions of the models are de-

termined using the differences in the QS between the

individual model chain components. We distinguish

between uncertainty in the GCMs and the HMs, where

the uncertainty is defined as the deviation from the av-

erage QS for a given model m and is given by

QS
m
5

1

N
�
N

n51

QS
m,n

, (2)

where N is the number of GCMs or HMs that can be

combined with GCM or HM m. The QSm acts as the

benchmark used to determine the deviation from the

normal. The uncertainty score is then defined by

U
m
5

1

N
�
N

n51

(QS
m,n

2QS
m
), (3)

whereUm provides an estimate of the uncertainty of the

forecasts for modelm. As an example, wherem is one of

the hydrological models and N is the four GCMs, Um

will then give the uncertainty from the dynamical

models for the hydrological modelm. The uncertainties

in the QS only describe the variations in the QS within

the model ensemble; it will not inform the user on the

uncertainty that can result between different forecast

years. Due to the low number of years and the poten-

tially strong impact of the seasonality, it would be dif-

ficult to get a consistent estimate of the uncertainty

between years. Seasonal analysis can be done using the

aggregated QS for each season from the individual

months, but on the other hand, this method does allow
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us to quantify the average uncertainty contribution of

the GCMs and HMs by selecting all combinations of

GCMs and HMs.

3. Results

a. Ensemble streamflow prediction baseline

Figure 2 shows the pan-European average QS for all

the GCM–HMmodel combinations separately. It shows

that there is a significant spread in the ESP skill for the

HMs. This indicates that some models are more sensi-

tive to the initial conditions than others since the cli-

matological meteorological forcings are identical for all

models. This sensitivity to the initial conditions is mainly

caused by the different process parameterizations used

in the HMs. All models show, as expected, that skill is

decreasing with lead time, but the extent of this decrease

is model dependent. Noah-MP stabilizes already beyond

lead times of 2 months, whereas PCR-GLOBWB shows

an almost linear decrease with increasing lead times.

Due to the unique setup of the EDgE MME setup, all

HMs have identical soil and land cover properties

information for the derivation of their parameters.

Therefore, all differences in baseline skill can be directly

attributed to the interaction between the hydroclimatic

variables and the model structures. The reference sim-

ulations show that the PCR-GLOBWB model has the

slowest hydrological response to changes in the meteo-

rology and highlight that it has the largest groundwater

discharge among the four considered hydrologicmodels.

The groundwater response of the model is driven by the

percolation from the unsaturated zone, resulting in a

relatively strong influence of the initial conditions on the

predictive skill of the model. The mHM, VIC, and

Noah-MP models, on the contrary, exhibit less sensi-

tivity to the initial conditions, due to the relative im-

portance of the surface runoff fluxes that are driven by

precipitation events. For example, Noah-MP is used

with its free drainage subsurface runoff option, which

gives the best representation to the observed streamflow

among the available options provided in the source code

(not shown). At the same time, this option has no desig-

nated groundwater storage, which leads to a very rapid

reaction of the model to changes in the meteorological

forcings (e.g., precipitation events). This explains the

strong differences in the forecast skill of Noah-MP in the

first 3 months of the ESP and shows that model structure

can have a dominant impact on the forecast skill when

using ESP forecast validated to reference simulations.

Apart from the model structure, we also observe a

strong impact of the local hydroclimatic regimes on the

ESP seasonal forecast skill (Fig. 3). We observe high

skills for Scandinavia, especially for the winter season

when discharge predictions are primarily driven by the

presence or absence of snow. Snowmelt conditions

clearly dominate the forecast skill in most of Europe for

the period March–May. Quintile scores for the Rhine

and Danube River basins show that ESP has good skill

in predicting the onset of the high flows related to the

runoff produced by snowmelt.

The differences betweenHMs aremost predominant for

the short lead times, but spatial patterns are comparable.

The HMs show the highest forecast skills in Scandinavia

and lower forecast skills for central Europe (Fig. A1). The

highest ESP forecast skill is observed for PCR-GLOBWB,

where in addition to the high skill in Scandinavia, high skill

is observed for the Baltic states. The other HMs have the

tendency to rapidly drop in ESP forecast skill for the long

lead times, with the lowest skills being observed in the

Rhine and Danube catchments.

b. Dynamical streamflow predictions

Four GCMs are used to compute the seasonal pre-

diction skill for the pan-European domain. Compared to

the ESP baseline, only the meteorological input data

FIG. 2. Pan-European average forecast skill as depicted by the QS for four hydrological models. The baseline is indicated by the solid

black line, and the area of no skill is indicated in hashed black. Using theQS formulation and the quintile forecast produced in EDgE,QSs

above 0.8 indicate no skill, and a value of 0.0 indicates perfect forecasts.
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were changed to use state-of-the-art dynamical seasonal

forecast models from major meteorological services in

Europe and North America. Compared to the ESP

baseline, we observe major improvements in forecast

skill for large parts of Europe, with the exception of

eastern and northern Europe (Fig. 4). The northern re-

gions especially show high skill in the ESP baseline

forecast and therefore have a low potential for im-

provement. We observe that the patterns of forecast

improvement change with increasing lead times, due to

the relative skill in the forecast of precipitation and

temperature anomalies at these time scales (Wanders

and Wood 2016). With longer lead times we mostly

see improvement in the Balkan regions and parts of the

Danube, but we observe no clear improvement in the

pan-European forecast skill compared to the ESP.

It is clear from this experiment that the EDgEMME

has difficulties in estimating snow accumulation and

melt forecasts comparable to the ESP baseline. The

small increases and sometimes decreases in forecast

skill for the alpine regions indicate a lack of snowpack

predictability in high mountains. This is likely caused

by the need for skillful precipitation and temperature

anomalies. When either one of these forecasts is in-

accurate, it will have a significant impact on either the

gain or loss in snowpack. The forecast skill in these

regions is mostly independent of the HM selection

(Fig. A1).

FIG. 3. Pan-European multihydrological model ESP forecast skill as depicted by the seasonal average QS for four target seasons

(DJF 5 winter, MAM 5 spring, JJA 5 summer, SON 5 autumn). The header indicates the lead and pan-European average QS.

Using the QS formulation and the quintile forecast produced in EDgE, QSs of 0.8 indicate no skill, and a value of 0.0 indicates

perfect forecasts.
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We observe some remarkable forecast skill for the

United Kingdom and Ireland, where we see an im-

provement in the forecast skill for most leads and sea-

sons (Fig. 4). In general, regions that have a hydrology

dominated by a high number of low-intensity pre-

cipitation events normally exhibit low seasonal forecast

predictability. In our ensemble, most of the skill for

these regions is obtained from the GCM forecasts of

ECMWF-S4 and CanCM4 (not shown).

In general, we conclude that the dynamical models

will only provide limited skill for some selected regions

in the pan-European domain in the current forecasting

experiment (Fig. A1). This is mostly caused by the high

information content and resulting skill of the initial

conditions in combination with climatological meteo-

rological forcing (Fig. A2). This makes the ESP, on

the one hand, a powerful tool for seasonal forecast and,

on the other hand, a very challenging benchmark to

improve upon.

c. Uncertainty contributions

The variability of the ensemble QS is used to de-

termine the different sources of uncertainty. The

uncertainty contributions of GCMs and HMs are

computed separately to allow for uncertainty attribu-

tion. In general, the HM uncertainty dominates the

total uncertainty in the forecasts (Fig. 5). This is

also in line with the observed QS differences in the

FIG. 4. Pan-Europeanmultihydrological model andmultidynamical forecast model skill as depicted by the seasonal averageQS for four

target seasons (DJF 5 winter, MAM 5 spring, JJA 5 summer, SON 5 autumn). The header indicates the lead and pan-European

improvement in the average QS compared to the baseline ESP forecast (Fig. 3). Positive values indicate an increase in forecast skill,

whereas negative values indicate a deterioration in the forecast skill compared to the ESP baseline.
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pan-European averages (Fig. 2), where the difference

between the HMs is larger than for the GCMs. It shows

that it is HM dependent whether a certain GCM will

show a systematic higher performance than observed

for the ESP (e.g., CanCM4 for PCR-GLOBWB and

Noah-MP).

Eastern and northern Europe clearly show a domi-

nation of the HM uncertainty, whereas the Iberian

Peninsula shows a stronger contribution of GCM un-

certainty. This can be related to the performance of the

dynamical forecasts of the MME compared to the ESP

baseline. Areas that show an improvement in forecast

skill from the use of GCMs are often linked to areas

where GCM uncertainty will be the dominant source of

the total uncertainty (Figs. 4, 5). Regions exhibiting a

weak performance compared to the ESP baseline are

dominated by HM uncertainty. In these areas, it is likely

that the HM will dominate the uncertainty since their

ability to reproduce critical hydrological process, in

combination with a large hydrological memory, results

in a high forecast skill for the ESP.

d. Impact of the initial conditions

To study the seemingly strong impact of the initial

conditions in PCR-GLOBWB, the rev-ESP was per-

formed for this HM over Europe (Fig. 6). The initial

conditions dominate up to 50% of the predictability up

to a period of 3 months. The major part of the ex-

plained variance is explained by the initial groundwa-

ter conditions, whereas riverine storage (storage in

lakes and rivers) only explains 30% of the variance in

the first month. Soil moisture and snow conditions

FIG. 5. Pan-European uncertainty contributions from HMs and GCM forecasts for four seasons. The header indicates the lead and

pan-European ratio of GCM/HM uncertainty.
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account for the remaining 10%–20% of the variance,

where snow dominates the signal in the northern parts

of Europe.

The meteorological conditions only influence a small

fraction of the total model forecast variance, which is

important given that this will be the part of the results

that leads to a significant difference between the ESP

baseline and the dynamic MME forecasts. Even with

perfect forecasts from theGCMs, we can only explain up

to 25% of the total variance in the first month, which

also shows why the relative improvement in most re-

gions is only minor compared to the ESP baseline

forecasts. Longer lead times show a higher potential if

perfect forecasts are produced by the GCMs. However,

skillful MME precipitation anomaly predictability for

larger regions is generally limited to 2 months and

temperature predictability up to 4–6 months, resulting

in a limited potential forMME forecasts compared to an

ESP baseline (Wanders and Wood 2016).

Even though the meteorological forecasts show a

lower skill, a tendency is observed in all HMs to have

better forecasts in the lower quintiles of the discharge

forecasts (not shown). Improvements against the ESP

baseline are most dominant in these low flows and below

normal conditions, whereas the seasonal flood forecasts

show a lack of skill compared to the ESP. It is clear that

the impact of the initial conditions is highly important

for the seasonal forecast skill (Fig. 6), not only for the

dynamical GCM forecast but also for the ESP baseline,

which is often used as a benchmark in seasonal fore-

casting experiments.

4. Discussion

a. Impact of model structure

The results show a mixed performance of the dy-

namical GCM forecasts compared to the ESP baseline

forecasts.We clearly observe that a low initial skill of the

baseline forecast is a prerequisite for skill improvements

by the dynamical model (Yuan et al. 2015). Model

forecasts that are highly dependent on the initial con-

ditions (e.g., PCR-GLOBWB, groundwater) also show a

lower dependency on themeteorological input. This was

also confirmed by Greuell et al. (2016); however, they

indicated that soil moisture is a dominant driver for

predictability. This already indicates that impact of the

initial conditions is highly model specific. Both studies

show that this narrows the chances for improvement by

the dynamical forecast since the meteorological forcing

only explains a small part of the total variance in the first

months, when dynamical seasonal meteorological fore-

casts are most skillful (Fig. 6).

The impact of the initial conditions is interlinked with

the model structure and the dominant processes in the

model representation (Wanders et al. 2014), especially

when one wants to forecast hydrological extremes (Mo

and Lettenmaier 2014). Different model families have a

different development history and therefore one would

typically find different dominant processes in the dif-

ferent model families (Bierkens 2015). The Noah-MP

comes from a background of land–atmosphere in-

teraction modeling and the modeled processes are

more focused on an accurate representation of the

FIG. 6. Explained variance in hydrological forecasts for PCR-GLOBWB derived from a

rev-ESP experiment. Values are average over the pan-European domain. The rev-ESP

experiment was performed for the period 1993–2010.
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land–atmosphere fluxes than streamflow generation

(Yang et al. 2011). For example, Noah-MP has a surface

runoff component that is only active during strong pre-

cipitation events. The explained variance might also be

different for flood and drought events, as a result of this

flashy runoff behavior. Hydrologicmodels such asmHM

have two interflow components with different recession

constants (fast and slow) that account for the rapid re-

sponse of strong precipitation events. Resulting from

this difference in the water partitioning, we hypothesize

that Noah-MP is more sensitive to the meteorological

forcings than the other GHMs, which will, in turn,

explain a larger portion of the total variance. This ulti-

mately results in lower ESP scores and a higher potential

for the GCM forecasts to outperform the baseline

forecast. Similar behavior to Noah-MP is observed for

mHM and VIC, which also show a low skill in the

baseline forecast (Fig. 2). PCR-GLOBWB, on the other

hand, exhibits a higher dependency on the initial hy-

drologic conditions leading to a comparatively higher

ESP skill than for the other models. This clearly has

implications for the development of MME forecasting

systems, where we at least in the seasonal meteorologi-

cal forecasts observe a tendency to simply take the en-

semble mean for the forecast (e.g., Kirtman et al. 2014).

One way forward would be to use different weights in

the construction of theMMEmean, which has proven to

provide more reliable forecasts in multimodel systems

(Wanders and Wood 2016). From the analysis in this

study we observe that for a balanced MME, one must

preferably select models that originate from the different

model families and have different process representa-

tions. This will ensure that the MME will capture the full

range of uncertainty and will not be overconfident in its

assessment of the uncertainty in the forecast (Samaniego

et al. 2018). To ensure that all processes are represented

and the uncertainty is not underestimated, we have

selected four hydrological models from four different

model families within the EDgE project. Only the in-

clusion of an infinitely large number of models, prefer-

ably from many different model families, will provide

the true answer to that aim. However, with the limited

resources available within EDgE, a selection of four

hydrological models from an identical number of model

families provides one of the largest hydrological en-

sembles to date used for seasonal forecasting.

b. Model calibration

Within this study, only some minor calibrations were

performed for the individual models [detailed descriptions

in Thober et al. (2018) and Marx et al. (2018)]. Extensive

model calibration has a clear advantage when it comes

to the local representativeness of the seasonal forecasts

(Duan et al. 2007). However, Shi et al. (2008) show that for

seasonal forecasting, calibration only provides marginal

gains in terms of forecasting skill compared to bias cor-

rection methods. Another downside is that calibration of-

ten results in an unrealistic model representation for the

locations where no calibration was performed or in condi-

tions that were not observed during the calibration period.

It is also important to realize that most objective functions

in calibration procedures strongly favor medium and high

flows (e.g., Nash–Sutcliffe efficiency, RMSE, bias). This

could lead to unrealistic simulations of low-flow conditions,

which is an important component when a seasonal hydro-

logical forecasting system is used for decision support.

Additionally, calibration against multiple objectives focus-

ing on high and low flows could alleviate this problem. It is,

however, important to derive a unique parameter set that

allows for a physically realistic, seamless continental-scale

simulation (Samaniego et al. 2017b).Recommendations for

multisite parameter estimations can be found in Rakovec

et al. (2016) and Samaniego et al. (2017b).

In addition to the physical impacts of the calibration

procedures, the end users in the EDgE project indicated

that they are more interested in forecast anomalies than

in absolute values. Anomalies in the seasonal forecast can

be related to their own forecast system, whereas absolute

values are often biased and have no physical meaning for

the end user. With that in mind, future calibration of

seasonal forecasting systems should focus on the cali-

bration of the anomalies rather than the absolute values.

c. Model validation

For the skill evaluation within EDgE, we used

the historical reference simulations (section 2c). Given

the fact that we want to perform a spatial analysis of the

model’s skill to reproduce discharge anomalies, we

used a historic simulation for reference. Clearly, this will

have an impact on the skill of the ESP and the dynamical

forecasts, since they are not compared to ‘‘real’’ obser-

vations. The use of the historic simulations will reduce

the impact of existing biases and incorrect estimates of

the dynamic behavior on the overall forecast perfor-

mance. This might impact the findings with regard to the

gain from using dynamical forecast models, because

they can potentially remove existing model biases or

correct errors in the dynamic range. To quantify that

impact, further research is needed with locally cali-

brated hydrological models that are used over regions

with sufficiently long discharge observations.

The findings from this study are in line with earlier

studies over Europe that show limited improvement

when using a dynamical forecast model compared to

an ESP-based forecast (e.g., Arnal et al. 2018; Greuell

et al. 2018). These experiments are based on a single

JANUARY 2019 WANDERS ET AL . 109

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/16/24 05:00 PM UTC



GCM–HM combination, but they show a similar ten-

dency as observed in the EDgE project.

d. Multimodel forecasting

1) UNCERTAINTY

This study aims to identify the advantages of a multi-

model hydrological forecasting system compared to sin-

gle model forecasts. Moreover, Fig. 3 demonstrates that

the positive impact of dynamical forecast models is dif-

ferent for each hydrological model. For PCR-GLOBWB,

for example, an ESP-based forecast would be useful for

end users. For Noah-MP, it would be a CanCM4-based

forecast, and ECMWF-S4 for VIC and mHM would

provide the best seasonal forecast. This could change

when future generations of GCMs become available, that

work at finer spatial or temporal resolutions or include

improved process descriptions. Now we observe that the

GCM improvements are linked to the HM used, while

one would expect that when GCMs become more and

more skillful this relationship will no longer exist. In

single model forecasts this degree of uncertainty cannot

be captured, resulting in a likely underestimation of the

uncertainty in the forecast results. Having the additional

information on the uncertainty compared to other

GCM–HM combinations will be very valuable and is an

advantage of a multimodel over a single-model system.

Even when a single-model system is highly calibrated

and uses the best dynamical forecast model as forcing,

this could still result in an underestimation of the un-

certainty. Moreover, it is difficult to identify the weak-

nesses of a single GCM–HM system, whereas the

multimodel has the advantage that the weaknesses are

identified in the forecast evaluation (e.g., Fig. 3). Post-

processing the discharge forecast could artificially inflate

the forecast uncertainty; however, it will be difficult to

capture behavior, processes, or uncertainties that are not

captured by the hydrological model structure. Figure 5

clearly indicates that currently the hydrological models

provide the majority of the uncertainty, which cannot be

captured with a single-model forecast (Kumar et al. 2013).

2) CONSISTENCY

A consistent set of input geophysical properties is ap-

plied across all four hydrologicalmodel parameterizations

to ensure the consistency of model establishment and to

some degree the model forecasts. The individual models

use different transfer functions to go from the basic in-

formation on soil, geology, and vegetation to their model-

specific parameters. The use of consistent physiographic

information for the surface parameterization removes

the potential for discrepancies in the forecast interpreta-

tion as a result of large differences in land surface

parameterization (Samaniego et al. 2017b). By aligning

the model’s parameterizations we remove one source of

model uncertainty, which could otherwise lead to signifi-

cant differences in model forecasts. The use of consistent

hydrological mode parameterization mainly benefits the

consistency in simulations of the land surface fluxes. The

potential root-zone soilmoisture storage and groundwater

storage can especially be strongly affected by minor dif-

ferences in the parameterization, making it difficult for

end users to compare the individual hydrological models

in extreme hydrological conditions. To further reduce the

discrepancies between the different hydrological models,

we use a single mRM to route the grid-specific generated

runoff through an upscaled and unique river network.

By using the multimodel setup, we have effectively

added sources of uncertainty compared to more tradi-

tional systems that only use one hydrological model in

combination with one GCM. The improved consistency

in the hydrological models will reduce some of this ad-

ditional ensemble spread in our probabilistic forecast,

by using a consistent parameterization for the soils and

land cover for different models.

3) SPATIAL RESOLUTION

The authors are confident that with the growing compu-

tational power and the expansion of high-resolution mod-

eling (Wood et al. 2011; Bierkens et al. 2015), future

forecasting systems will be producing seasonal forecasts at

finer spatial resolutions ranging from 1 to 10km. This ad-

vancement will not only increase local representativeness,

but itwill also increase the valueof the seasonal forecasts for

end users. The additional information requires that users

receive additional information on the value and reliability

of these forecasts (Taylor et al. 2015). In the EDgE project,

we achieve this goal by providing much needed expert

knowledge on the skill of the seasonal forecast. This addi-

tional skill information can inform users on the reliability of

the forecast of high-resolution multimodel forecasts.

4) COMMUNICATION

Communicating the degree of confidence and un-

certainty in multimodel seasonal forecasts is a difficult

challenge in MME forecasts. Forecasts ideally include

sufficient models, from different model families, to fully

capture the uncertainty in different hydrological pro-

cesses, but on the other hand should be able to make

careful selections of reliable models to get the best

forecast. Some models are known to perform poorly

under certain hydrological conditions, which is sub-

jective expert knowledge that is difficult to include in

the uncertainty estimates. Therefore, it remains one

of the key challenges to communicate MME forecast

uncertainty to the end users. Within EDgE we have
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communicated the expert assessment of the uncertainty

using a traffic light, which indicates the level of confi-

dence of the forecast, based on expert knowledge and

performance metric (http://edge.climate.copernicus.eu/

Apps/#seasonal). Green indicates a high reliability of

the forecast, orange indicates a fair forecast, and a poor

forecast is indicated by a red color. This way of com-

municating the forecast uncertainty has been positively

received by our forecast users within the EDgE project.

5. Conclusions

This study presents the first pan-European, high-

resolution, multimodel seasonal hydrological forecasting

system, using an ensemble of dynamical meteorological

forecasts, a climatological benchmark forecast, and dis-

tinctly behaving hydrologic/land surface models. We show

that the benchmark climatological forecasts have a con-

siderable skill for the first 2 or 3 months, after which the

skills reduce. The skill in the benchmark forecasts is

completely driven by the initial hydrological conditions,

which determine the forecast skill of the hydrological

models using climatological meteorological forecasts.

Large differences between the benchmark skills of the

hydrological models is observed, which is caused by the

model’s dependency on the initial hydrological conditions.

We show that the dynamical model forecasts out-

perform the climatological benchmark for large parts of

FIG. A1. Pan-Europeanmultidynamical forecast model skill as depicted by theQS separated for the four different hydrological models.

The header indicates the lead and pan-European improvement in the averageQS compared to the baseline ESP forecast (Fig. 3). TheQSs

are averaged over all months of the year. Positive values indicate an increase in forecast skill, whereas negative values indicate a de-

terioration in the forecast skill compared to the ESP baseline.
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Europe. The improvement in forecast skill is highly

dependent on the initial skill of the benchmark forecast.

The largest improvements are found for western and

central Europe, while a degradation in the forecast

skill is found for Scandinavia as a result of the impact

of snow.

A large part of the forecast uncertainty comes from

the hydrological models that make up 55%–60% of the

total uncertainty in the dynamical forecasts. The spatial

patterns in hydrological model uncertainty change with

increasing lead times, however, the European spatial-

average contribution remains stable.

The strong contribution of hydrological models to the

forecast uncertainty shows the added value ofmultimodel

seasonal hydrological forecast systems over single-model

forecasts. The large differences between the models in-

dicate that the use of a single model could significantly

overestimate the skill and underestimate the uncertainty

of the hydrological forecasts.

The fine spatial resolution, combined with the large

model ensemble used within EDgE, provides a unique

support system for forecast decision-making. The de-

tailed information on the uncertainty (contributions)

and the skill compared to climatological benchmarks

informs end users on the added value of the system,

compared to the benchmark systems.

This work shows the potential benefits of multimodel

forecasting operational systems for operational seasonal

forecasts. This will come at some considerable compu-

tational cost, but shows improved understanding and

FIG. A2. Pan-European ESP forecast skill as depicted by the QS for the four different hydrological models. The header indicates the

lead and pan-European average QS. The QSs are averaged over all months of the year. Using the quintile formulation and the quintile

forecast produced in EDgE, QSs of 0.8 indicate no skill, and a value of 0.0 indicates perfect forecasts.
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information obtained from seasonal hydrological fore-

casts in this study. In addition, we suggest other seasonal

forecast systems should use dynamical meteorological

forecasts in combination with a climatological bench-

mark to have an accurate estimate of the skill and

uncertainty compared to the climatological default

forecasts.
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APPENDIX

Detailed Forecast Skill Information

Dynamical model forecasts are shown in Fig. A1, and

the ensemble streamflow prediction baseline is shown in

Fig. A2.
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